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ABSTRACT 
With our previous research, active learning with multi-classifier 
showed considering performance in large scale data but much 
calculation was involved. In this paper, we proposed an 
incremental multi-classifier (SVM classifiers were used) learning 
algorithm for large scale imbalanced image annotation. For 
further accelerating the training and predicting process, 
Grid’5000, French National Grid, was adopted. The result show 
that the best performance was reached with only 15-30% of the 
corpus annotated and our new method could achieve almost the 
same precision while save nearly 50-60% or even more than 94% 
of the calculation time when parallel multi-threads were used. Our 
proposed method will be much potential on very large scale data 
for less processing time. 

Categories and Subject Descriptors 
H.3.3 Information Search and Retrieval 

General Terms 
Algorithm  

Keywords 
Incremental learning, multi-classifier, image annotation 

1. INTRODUCTION 
Active learning is a traditional method for labeling unknown 

samples [1]. A user subjectively labels the images as Positive or 
Negative, and these labeled images are used to train a classifier 
that performs a bi-class classification on the image database.                 
Images with the higher scores or probability values are retrieved 
as the most informative samples to be labeled by the user [2, 3, 
and 4]. Now For image annotation system, in practice, low 
predicting accuracy of informative class and huge calculation 
derived from large scale imbalanced data make high requirement 
on machine learning adopted in image annotation. In the 
TRECVID evaluation campaigns, the minor class is less than 1%  
[5]. This imbalance could make the predicting accuracy of 

informative class (normally minor class) very low. Some methods 
tried to generate the balanced data set by down sampling major 
class or over sampling minor class in the original training data set 
[6, 7, and 8]. Down sampling might lose information due to the 
fact that it ignored a lot of information from the non chosen 
negative samples and over sampling involved much artificial 
information. Ref [9] has shown the effectiveness of using the 
multi-learners approach to handle the problem of the imbalances 
between the major and minor classes. Our previous research also 
showed that combining of active learning with multi learners 
significantly increases the effectiveness of the active learning [2, 
3]. But it still needs to train many classifiers at iterations and 
much slower comparing to a single learner approach. This makes 
a very big challenge in the task of automatically large scale image 
annotation. A good idea is to re-use the previous useful 
information and learn the incremental information derived from 
only a part of the new samples. Some incremental learning 
method mainly focused on the new added samples [10]. In this 
paper, we overcome the problem of time processing for the active 
learning with multiple-learners by proposing a robust incremental 
multi-SVM algorithm. The information from previous iteration 
could be reused to update part of the predicting results in the 
current iteration of active learning and only a small number of 
new classifiers need to be trained. Therefore much calculation on 
training could be saved.  

Besides the above incremental learning algorithm, parallelism 
was another way to accelerate the annotating process for very 
large scale by dispatching the large amount experimental tasks 
onto distributed processors. Grid’5000, French National Grid, was 
adopted as a high performance and parallel computing platform in 
this paper. An effective method for multi-thread arrangement and 
resource reserve on Grid5000 was also proposed in this paper, by 
which only 40% resource was reserved compared with the 
common method. Experiment results from TRECVID 2007 and 
2008 show that almost 50-60% calculation could be saved with 
the proposed method and furthermore almost 94% calculation 
could be saved with parallel mechanism on the proposed method.  

2. PARALLEL INCREMENTAL MULTI-
CLASSIFIER LEARNING ALGORITHM 

2.1 Incremental Multi-classifier Learning 
Algorithm 
   For solving the large scale imbalanced data, active learning with 
multi-classifier was adopted in this paper. Active learning 
includes much iteration and new samples will be annotated and 
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added to the training data set at each iteration. Classifiers could be 
trained on the training samples to get the new classifier model 
which was used for predicting testing samples. The outputs from 
prediction with the higher scores were retrieved as the most 
informative samples to be labeled by the users. In this paper, 
multiple SVMs were adopted for training sample in iterations. 
Classifier was learned from the training data set ST by minimizing 
the following  
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Then machine learning with multi-learners could be proposed on 
all the subsets S0,…,Si,…,Snl(k) with the following format,  
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For the imbalanced problem, we proposed an active learning 
with multi-classifiers. First, we randomly down sample the 
negative class samples (here negative class was assumed to be the 
major class) to set up balanced subsets. Since the data was 
extremely imbalanced, all the positive samples were used in the 
current iteration. This was done as a way to compensate for the 
natural bias against that class embodied by the individual 
classifier trained on the class-imbalanced domain. The scale of the 
subsets was adjusted by a global parameter, fpos, the ratio of 
negative and positive samples. Then based on the modified 
balanced training subsets, multi-classifiers were adopted on 
multiple subsets. One learner is corresponding to one training 
subset; nl(k) in equation (2) could be calculated as follows, 

)(*
)()(
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knnknl =                                        (4) 

, where, at iteration k, nn(k) is the number of negative samples 
and np(k) is the number of positive samples. Then multiple 
learners can be trained according to equation (3) in which 
multiple learners are trained independently at iterations. But some 
information from previous training can still be useful for the 
current iteration. Then previous training can be relative to the 

current training. Some strategy can be designed to select suitable 
new classifiers for training and predicting, at the same time, the 
information from previous iteration could be reused to update part 
of the predicting results in the current iteration. Finally only some 
new classifiers need to be trained in the current iteration and 
therefore much calculation can be saved. Then equation (3) can be 
modified by introducing previous training subset with different 

weights such as ''
1−kC  in equation (5), 
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That leads to the following incremental learning based on multiple 
classifiers as shown in equation (6), 
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The classifiers following the first one can be viewed as two parts: 
new classifiers and pre classifiers. In practice, equation (6) could 
be described in figure 1, where we use previous information to 
update the predicting result in the current iteration. 

 
Figure 1. Incremental learning based on Multi-classifiers. 

   At each iteration the incremental algorithm would remove the 
learners with the minimum number of positive samples (normally 
the learners taken from the oldest iterations), and each new 
learner that should be added, consists of all the positive samples 
and of a subset randomly selected from the negative samples in 
the training set. Let nl(k) be the number of learners needed at k-th 
step and nm[k] be the minimum number of learners to be changed 
at k-th step, then the actual number of learners which should be 
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trained at k-th step is equal to nl(k)-(nl(k-1)-mn[k]) and the ‘start’ 
position shown in figure 1 can be calculated as  

]))[)1(()( knmknlknlstart −−−=                   (7) 

At the end, we merge/fuse these new learners with nl(k-1)-mn[k] 
learners from the previous steps, so we have nl(k) learners but we 
only train part of them at each iteration k. The nm[k] parameter is 
calculated by the conditions described as follows. 
The number of learners to be removed from the previous step is 
calculated by the following: 
if (nl(k) >= nl(k - 1)) : nm 
if (nl(k) < nl(k - 1)) : nl(k - 1) - nl(k) + nm 
the number of learners to be added by: 
if (nl(k) <= nl(k - 1)) : nm 
if (nl(k) > nl(k - 1)) : nl(k) - nl(k - 1) + nm 
With previous subset adjustments biased minor class, normally 
the learners in k-th step will generate more or at least the same 
number minor labeled samples as that in last step. The 
incremental learning algorithm can be finally described as follows, 

S: all data samples. 
Li;Ui: labeled and unlabeled subsets of S. 
A=(Train, Predict): the elementary learning algorithm. 
Q: the selection (or querying) function. 
Initialize Li (e.g. 10 positives & 20 negatives). 

while S=S \ Li ≠ φ  ; do        

Calculate nl(k), nm[k] and start position 

    for all )](,...,[ knlstartj∈   do 

       Select subset Tj from Li for training 

       Cj ⎯⎯← Train(Tj ) 

      j
unP ⎯⎯←  Predict(Ui,Cj ) 

    end for 

    Pun  ⎯⎯←  Fuse( j
unP ) 

    Apply Q on Pun. 

    Select iUx∈
~

 samples 

    
~
y = Label 

~
x  

    1+iL U ),(
~~
yxLi⎯⎯←  

    Ui+1 ⎯⎯←
~

\ xU i  

end while 

In our experiments, we fixed the minimum and maximum values 
of nm as {1, 10} and initial nm[k] =20% nl(k).  

2.2 Parallel Incremental Multi-classifier 
Learning Algorithm on Grid’5000 

Grid’5000 initial goal was to provide 5000 CPU cores 
distributed over 9 sites in France and now it is leaning towards an 
international computer science grid with more and more sites 
involved. Users can submit resource reservations and experiment 
jobs using the OAR resource and job management system [11]. 
With middle ware, Taktuk, tasks can be effectively dispatched to 
more computing nodes with flat chain structure or complicate 
cascade structure [12]. In practice, no only SVM train but also 
SVM predict cost much calculation in image annotation. Both the 
training and predicting of a single SVM were parallelized with 
Pthreads in this paper.  

As described in the above incremental active learning 
algorithm based on multi-SVMs, only new added classifiers need 
to be trained at each iteration. For some concepts used for image 
annotation, such as “Two_People” in TRECVID 2007, only 1 or 2 
classifiers are trained at each iteration. But SVM prediction will 
always be done on all the testing data. Then parallelization of 
SVM training will be not high. While SVM predict can be 
arranged with high parallelization by dividing the testing sets. So 
the different multi-thread strategies for SVM training and 
predicting are proposed in this paper. For SVM training, multi-
threads are created and each with its own task sequences as shown 
in figure 2 (a),  

      
(a) Threads for SVM training      (b) Threads for SVM predicting 

Figure 2. multi-threads arrangement for SVM training 
and predicting. 

Here 8 threads were used as an example. The threads arrangement 
for SVM prediction was different from SVM training. For every 
learner, testing set is divided into 8 subsets and each is filled into 
the task sequence of the corresponding thread. So every thread 
will always be full filled.  

Before multi-threads run on Grid’5000, resource should be 
reserved in advance. There were several ways to apply for 
resource on Grid’5000. Grid’5000 arrange multi-thread task on 
pipelines with work stealing methods that means if there is no 
task for the current thread then it became a ‘thief’ to steal a task 
which might be firstly arranged for another thread [13]. Work 
stealing strategy made the pipeline arrangement on Grid5000 
much different from that for common DSP for which the pipeline 
will run independently once the tasks are arranged on pipeline and 
it will never happen for the current pipeline schedule to ‘steal’ the 
task prepared for another pipeline. But this may happen on 
Grid5000 because of the work stealing strategy described in the 
above. An effective method for multi-thread arrangement and 
resource reserve on Grid’5000 is proposed here. Resource on 
Grid’5000 is measured by the number of cpu-cores and the 
keeping time, so core*minutes can be used as the measurement 
unit of resource. The time of 20 runs has been sorted as shown in 
table 1 which is used as an example to illuminate our proposed 
resource reserving method.  
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Table 1. Running time for 20 experiments.  

 
One common method to reserve resource is shown in figure 3 

(a), task sequence is arranged from 1 to 20. 20 pipelines are used 
and run at the same time. Since the maximum value for the 
pipeline is the value used by the 20th pipeline, then totally we 
need 20 cores*62 minutes = 1240 core*minutes. In figure (b), task 
sequence is arranged from small to large according to the costing 
time. Normally we can run a part of the final experiment to 
estimate their costing time and sort them. The largest 7 tasks (task 
20,…,14) were arranged first, then the smallest ones are used to 
fill their following position in each pipeline. After that small 
adjustment was used to make total time on each pipeline almost 
same then each pipeline is balanced. Finally, only 7 pipelines are 
generated and totally we need 7 cores* maximum (time16+ time3+ 
time7+ time11) = 7 *70 =490 core*minutes. Compared with the 
common reserving method, our proposed reserving resource 
method almost save (1240-490)/1240=60.5% resource. Working 
schedule in this case is a NP problem essentially. Our proposed 
method is effective in practice and has shown much better than 
common method although it might not be the optimal solution. 

 
(a)   Common resource reserving method 

 
(b) Proposed resource reserving method 

              Figure 3. Resource reserve methods. 

3. EXPERIMENTS 
   Four types of image descriptors using the SVM with RBF 
kernel as classifier and the relevance sampling strategy for active 
learning have been used to evaluate our proposed algorithm. The 
cold start problem was not really explored; a random set of 10 
positive and 20 negative samples was used. fpos was taken from 
our previous work [2]. For the number of samples to be added at 
each iteration, a variable step size was used since we observed in 
previous experiments that having small steps in the beginning of 
the active learning process is better for the speed of performance 
improvement. In practice, we used a logarithmic scale with 40 
steps. The evaluations were conducted using the TRECVID 2007 
and TRECVID 2008 test collection and protocol [3]. 

3.1 TRECVID 2007 and 2008 collections 
  20 concepts in TRECVID 2007 and 2008 collections were used 
to evaluate our algorithm. TRECVID 2007 collection contains 
21532 video shots as a training set and 22084 shots as test set, 
while TREC2008 contains 43616 video shots as a training set and 
35766 shots as a test set [3].  In our experiments active learning 
methods are executed as if very few annotations are available in 
the training set. Each time a human annotation is needed, the 
corresponding subset of the full annotation is made available to 
the active learner. 

3.2 Image representation 
  Concepts and Images can be represented by their vector 
descriptors or features. We evaluated the different methods with 
descriptors of different types and sizes. These descriptors have 
been produced by various partners of the IRIM project of the 
GDR ISIS [14]. 
LIG_hg104: early fusion with normalization of an RGB 
histogram 4×4×4 and a Gabor transformation (8 orientations and 
5 scales), 64+40 = 104 dimensions. 
CEALIST_global_tlep: early fusion of local descriptors of 
texture and of an RGB color histogram, 512+64 = 576 
dimensions. 
ETIS_ global_qwm1x3x256: 3 histograms of 3 vertical bands of 
visual descriptors, standard Quaternion wavelet coefficients at 
three scales, 3×256 = 768 dimensions. 
LEAR_bow_sift_1000: histogram of local visual descriptors, 
“classical” SIFT [15], 1000 dimensions. 

3.3 Active learning steps 

  In our evaluation, we used a total of 40 steps for the active 
learning algorithm, considering the geometric scale function with 
the following formula: 

                               K
k

k S
NSS )(

0
0 ×=                           (8)                      

,where, N is the total size of the development set, S0 is the size of 
the training set at the cold-start( 30 samples), K is the total 
number of steps and k is the current step. At each step (or 
iteration) the algorithm calculates the Sk to be the size of the new 
training set and it chooses new samples to be labeled with size 
equal to Sk –Sk-1.  

3.4 Performance of the incremental active 
learning based on Multi-SVMs 

With figure 4, the effectiveness of the three methods (the single 
and Multi-learner and the Incremental) can be compared by using 
the four descriptors and the relevance sampling strategy. The 
performance of the Single-learner is also shown as baseline. For 
the multiple-learner and the incremental experiments, the fusion 
by harmonic mean has been used. These plots show the evaluation 
of the indexing performance of the test sets measured by the 
Mean Average Precision (MAP). For the plots, we consider that 
the faster it grows and the higher performance it achieves, 
especially in the beginning, the better. At the same time, the 
larger the area under the curve is, the better the performance  
will be.  
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The proposed incremental algorithm has almost achieved the 
same performance as that of multi-learner. Both of them perform 
significantly better and faster to reach the highest value than 
single learner. With our incremental learning method, the highest 
performance can be reached with training by only 15-30 % 
samples that also means labeling 15-30 % samples instead of all 
the samples can still get the same result (in MAP). 

         
(a) HG104 descriptor on TRECVID 2007 

         
(b) CEALIST descriptor on TRECVID 2007 

           
            (c)HG104 descriptor on TRECVID 2008 

         
       (d) CEALIST descriptor on TRECVID 2008 

Figure4. The Map results on the TRECVID 2007  
and 2008. 

 
   The performance of incremental active learning algorithm and 
multi-learners are almost the same and the corresponding MAP 
value is not high (about 0.075 for the best descriptor in figure (d)) 
as shown in figure 4. But it is quite good for individual 
descriptors considering that a classifier with a significantly higher 
performance can be built by fusing the outputs of several such 
classifiers. And we can also fuse the outputs from different 
descriptors to improve the performance. Although fusion of 

different descriptors is not the focus for this paper, we still show 
some results with fusion on different descriptors on TRECVID 
2007. Figure 5 shows the MAP value by fusing the outputs of four 
descriptors which are much higher than any one of the four 
descriptors. 

   
Figure 5.   Fusion on descriptors. 

We also consider the index of Ga-b to measure the 
performance difference between two active learning curves 
as shown in table 2. Ga-b =(Aa - Ab)/Ab was used to measure 
the performance difference. Ai,  is the area under the curve 
i and },,{, IMSba ∈ ,where S, M and I means single 
learner, multi-learner and incremental multi-learners. 

Table 2. The gain of the system performance on 
TRECVID 2007 and 2008. 

 
3.5 Execution time 

Table 3 gives the total execution times for the whole active 
learning process (40 iterations) on all 20 concepts on each 
experiment collection, per method and per descriptor, using the 
relevance strategy. G indicates the gain of time using our 
incremental method compared to the multi-learners. G (%) = 
(timeMulti-timeInc) / timeMulti.. 

Table 3. Processing time on TRECVID 2007 and 2008 

 
We can see that Single learner is faster than multiple learner 

and incremental methods. But considering the performance of 
single learner described in the above section, the performance of 
single learner is much lower than that of multi-learner. Compared 
with multiple learners, the new proposed incremental method has 
saved nearly 50-60% time without losing any performance.  

Table 4 shows the costing time of 20 concepts with LIG_hg104 
descriptor on TRECVID 2007. The costing time of the program 
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with 8 threads can reduce to nearly 1/7th of that of the program 
without multithreads. With multi-threads on incremental multi-
SVMs algorithm, (20.63-1.15)/20.63=94.43% calculation time 
was saved. 

 

Table 4. The costing time on 20 concepts. 

 

4. CONCLUSION 
In the paper, we proposed a new incremental active learning 

algorithm based on multiple classifiers for large scale image 
annotation. Experimental results show that the best performance 
is reached when 15-30% of the corpus is annotated. And our new 
method can achieve almost the same precision while nearly saved 
50-60% or 94% with multi-threads of the calculation time 
compared with the multi-classifiers.  SVM are adopted in this 
paper, but our method is not specific to SVM and other machine 
learning techniques can also adopt it. With the above considering 
performance on TRECVID2007 and 2008, our method will be 
much potential on very large scale data for less processing time.  
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