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ABSTRACT 

The Human Visual System (HV S) tends to focus on spe­

cific regions of viewed images or video frames, this is 

done effortlessly, instantly and unconsciously. These are 

called salient regions and form a saliency map, which could 

be used to improve a number of image and video pro­

cessing techniques. In this paper, we propose a novel 

non-reference objective video quality metric based on the 

saliency map to improve the estimation of the perceived 

video quality. This metric estimates the degree of blur and 

blockiness in each video frame from the impaired video 

only, and uses it with the saliency map to derive a weight­

ing function. The latter is used to modulate the contri­

bution of the pixel differences to the final quality score. 

The salient regions of the videos are automatically com­

puted using our video saliency model. A psychophysical 

experiment is conducted to estimate the perceived qual­

ity of the impaired videos. The results of this subjective 

test are compared to the scores obtained with the proposed 

objective metric. The objective and subjective scores are 

found to be highly correlated, which shows that our metric 

correctly estimates the perceived quality of a video. 

1. INTRODUCTION 

Recent improvements in imaging and video technology al­

lowed us to capture and record large collections of videos. 

When we need to share these videos on internet, it is hard 

to do so because of their big size. Therefore, it is al­

ways preferred to compress video for storage and trans­

mission. During the compression the estimation of the 

resulting video quality is an important factor to determine 

its usefulness for a specific application. For several appli­

cations one may want to estimate the perceptual quality of 

the compressed video. For instance for video communi­

cation one would need a model to estimate the perceived 

video quality at the receiving end to tune the parameters 

of the encoder. Similarly, in real time video surveillance 

system, a number of cameras may need to be controlled 

for proper functioning to ensure a certain level of qual­

ity of the recorded videos. This may be useful to account 

for camera malfunction or to adjust it to the changes in 

the visual scene, such as changes in the illumination or 

weather conditions etc. It may be of crucial importance 

to the surveillance application to have a certain quality 

of the recorded video for person identification or license 

plate reading for example. In [11] it was shown that sev­

eral video surveillance systems record videos which are 
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of no real value for the reliable identification of the faces. 

Therefore such systems are basically legally blind since 

they offer no help in court. 

There are three types of quality matrices i-e, a full­

reference quality metric that takes original and degraded 

video and computes the difference or quality degradation; 

the second type of metric is non-reference quality met­

ric, it computes the quality degradation based only on the 

impaired video and third type is called reduced reference 

quality metric, that computes certain features from the 

original and de-graded videos, and finds correlation/match 

between them. 

Under normal viewing conditions human eye move­

ments are tightly coupled to human visual attention [1]. It 

is known that humans direct attention to the important ob­

jects in a scene (image/video frame) using bottom-up and 

top-down cues [2, 5]. Bottom-up cues use low-level fea­

tures such as color, orientation, and intensity to compute 

the maps called conspicuity maps. However top-down 

models use high level features such as face-detection, ob­

ject/people detection etc. A saliency maps could be com­

puted automatically using top-down and bottom-up ap­

proaches [2]. In [2] , authors used high level feature such 

as face detection with low level features such as color, in­

tensity, orientation to compute the saliency maps for im­

ages and improved the saliency maps by 33 percent. Sim­

ilarly saliency maps for videos can be computed by con­

sidering the temporal changes such as object motion along 

with stationary saliency maps. A full referenced quality 

metric based on visual attention modeling for images and 

videos has been proposed in [4]. The authors have used 

saliency detection to improve PSNR and SSIM. 

The rest of this paper is organized as follows: first 

we discuss our perceptual model for saliency detection, 

in Section 2. Our no-reference video quality metric is 

proposed in Section 3. Section 4 presents the subjective 

psychophysical test and its results; we also compare these 

results with the proposed quality metric and PSNR. The 

last section concludes the paper with some future direc­

tions. 

2. MULTI-FEATURE PERCEPTION MODEL FOR 

SALIENCY DETECTION 

A region in a video sequence frame may be considered 

salient when it stands out from its spatial (stationary saliency) 

or temporal surrounding regions (motion saliency). Sta­

tionary saliency is performed using multi feature conspicuities 
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including high level features such as face and low level 

features such as color intensity and orientation. Motion 

saliency is calculated based on motion analysis and dis­

tance effect on visual perception. Both stationary saliency 

map and motion saliency map are used to create a frame 

saliency map. In the following three sections we present 

the algorithm for computing the: stationary saliency model 

with face as a high level feature and intensity, color, ori­

entation as low level features, motion saliency model with 

motion vector field measurements and distance weights in 

Gaussian model and fusion method for stationary and mo­

tion saliency maps. 

2.1. Stationary Saliency Model 

Stationary saliency map (SSM) is computed in two steps, 

using low level feature such as color, intensity and ori­

entation and high level features such as face detection. 

Itti's bottom-up attention model [5] is used to compute 

low level features (color Gc, intensity Gi, and orientation 

Go) represented as conspicuity maps. Seven conspicuity 

maps are computed, one for intensity, four for orientations 

0, 45, 90 and 135 degrees, and two for color combinations 

Red-Green & Blue-Yellow. These conspicuity maps are 

combined after normalization step as shown in equation 

1. 

(1) 

Psychlogical studies show that faces, heads, and hands 

attracts human attention [7]. Faces and text attracts human 

gaze independent of the task [8]. Itti's model does not con­

sider high level features such as faces. So face conspicu­

ity map can also be added with itti's stationary saliency 

map. In this paper, we have used Walther et al face de­

tection model [6] to compute face conspicuity map Gface. 
This face detection algorithm compute Gaussian modell 

for skin hue color distribution. Itti's low level feature's 

conspicuity maps can be combined with face conspicuity 

maps as in equation 2. 

(2) 

The f function can be defined impirically. In our case 

we used a linear combination as shown in the equation 3. 

2.2. Motion Saliency model 

It was shown in [9] that motion dominates other low level 

features while watching videos. Therefore, motion saliency 

information is added to our proposed saliency model. Mo­

tion attention model based on spatial-temporal entropy pro­

posed by [10] is used to compute the motion saleincy map. 

Motion saliency map is computed for each frame of a 

video from motion vectors. The motion vectors are com­

puted using Motion Vector Block matching algorithm be­

tween reference and target frames. The reference video 

frame is divided into macro blocks of size 16x16 pixels, 

and motion vectors are computed for each are indepen­

dently. Motion saliency map (MSM) is computed using 

three inductors from motion vectors,i-e, intensity of the 

motion I, spatial coherence Gs and temporal phase co­

herency Gt, as given in equation 4 taken from [10]. 

MSM = 1* Gt * (1 - I * Gs) (4) 

2.3. Fusion of stationary and motion saliency map 

SSM and MSM can be combined to obtain the final 

saliency map of every frame in a video. Since we usually 

are more susceptible to those objects in the centre of the 

frame than those that are far away from the center (XC) Yc), 
we propose to use the following distance weighting fusing 

model with 0: = 0.5. 

SVG = 0: * MSM + (1 - 0:) * SSM (5) 

Fig. 1. Video Sequence l(a) Original video frame (b) 

blur in full frame (c) blur in non-salient regions (d) blur 

in salient regions. 

The proposed saliency detection model is used to de­

tect the salient regions in the video frames. The salient 

regions are used for two purposes. One is to add vari­

ous kinds of artifacts, as explained in the next section, to 

the salient In on-salient regions of the video frame. Sec­

ond purpose is to use saliency maps to compute the qual­

ity score for each video, where the salient regions are as­

signed higher weights than the non-salient regions. The 

original and impaired video frames of video 1 are shown 

in Figure 1. The salient regions are highlighted in Figure 

2. Figure 3 shows a frame from a video sequence used in 

the subjective experiment. 

3. THE PROPOSED QUALITY METRIC 

Most of today's compression standard such as MPEG use 

8 x 8 block size for DCT compression. This causes various 

artifacts to appear in the compressed videos. Two of such 

most common artifacts are blocking and blurring, both 

degrade the video quality drastically. We have proposed 
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Fig. 2. Salient region in a video frame. 

a quality metric that detects these blocking and blurring 

artifacts of video frame and computes the quality score 

for the overall video. The Saliency maps computed in the 

last section are used as weighting function to the distorted 

(blurred or blocky) video sequences. The pixels which are 

more salient are given higher weights than the less salient 

neighboring pixels. 

Fig. 3. Sample video sequence 2 (a) original video frame 

(b) blur in non-salient region. 

The value of the blocking artifact Blcv across two 

horizontally adjacent blocks, represents a measure of the 

discontinuity at the vertical boundary between the two 

blocks. This value is computed in the following way, 

first the vertical discontinuity is evaluated for each line 

across the two blocks. This vertical discontinuity is com­

puted as the absolute difference of the two extrapolated 

values, (El) and (Er), across the boundaries of two adja­

cent blocks using first order extrapolator as: 

3 1 
El = - * YI - - * Xl 2 2 

3 1 
Er = 2 * Y2 - 2 * X2 

(6) 

(7) 

Where xl, x2 is the 7th and 8th column value of the first 

8 x 8 block and y1,  y2 is the 1 st and 2nd column value of 

the the second adjacent block in horizontal direction. 

The vertical artifact value is the mean of the eight dis­

continuities within a single block. Where (Er) j is the ith 

row extrapolated values. 

(8) 

The values for the horizontal artifacts can be calcu­

lated in similar fashion. A blockiness score can be esti­

mated by summing up the vertical and horizontal blocki­

ness artifacts. 

Bs = Blev + Blch (9) 

Blur on the other hand is hard to compute. It is usually 

caused by the quantization process and often by the de­

blocking filter. 

Blur can be calculated across the horizontal and verti­

cal boundaries of the 8 x 8 adjacent blocks. Local variance 

[3] may be used to estimate the blurriness in an image 

constituting the salient blocks. We first compute the local 

variance across the vertical blocks and then the horizontal 

ones. The local variance is given by: 

(10) 

Where n = 2, and Xi and Yi are the adjacent pixel val­

ues. Next we compute the average of these local variances 

along row j, as follows: 

D.lJj = mean{lJji -lJj(i+1)!i E {l, 2, ... , K}}, (11) 

Where K is the number of 8 x 8 blocks in the horizon­

tal direction of the image. The sum of total blur across 

vertical direction is given by 

N 

Blrv = L D.lJj 
j=l 

(12) 

Where N is the total number of rows in the image. 

The value for the horizontal blur is calculated in simi­

lar fashion. 

An overall video quality value is obtained by combin­

ing the features extracted from the dataset. First the aver­

age blocking and blurring values are obtained by combin­

ing the vertical and horizontal artifacts. 

(Blcv + BlCh ) 
Blc= 2 

(Blrv + Blrh ) Blr = 2 

(13) 

(14) 

Then the following prediction model is used to com­

bine the artifacts 

QPM = 10 x (f3 + 0 x Blca x Blrb) x TC (15) 

Where f3 and 0 are adjusted based on the mean opinion 

score from subjective tests. The values of a = -0.24, 
b = -0.16, and c = 0.06 are estimated from the im­

age dataset used to train the algorithm using a non-linear 

regression routine. While T is a perceptual threshold ob­

tained via the subjective test questionnaire and it repre­

sents the acceptable amount of blocking and blurring ar­

tifacts in an image. T is used to fine-tune the parameters 

f3 and 0 by omitting any contradictory mean opinion score 

value from subjective tests. 

4. EXPERIMENTAL TESTS AND RESULTS 

A total of 90 impaired videos are created by adding blur, 

compression, and blur plus compression artifacts in salient 

regions only, in non salient regions only and in the full 
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frame of the two video sequences. These impaired videos 

along with the two originals were shown to the subjects. 

The original videos were shown at the start while the im­

paired videos were shown in random fashion. Sixteen 

non-expert subjects participated in the subjective experi­

ment. At the end of each impaired video they are asked to 

rate the quality on a scale of 1 to 5. Where 1 corresponds 

to really annoying and 5 corresponds to the impercepti­

ble video quality. Mean opinion score (MOS) was then 

obtained which was used to correlate with the objective 

score obtained from the quality prediction metric. 

The results are show in Table 1. The table shows Pear­

son, Spearman and Kendall correlation coefficients be­

tween PSNR and MOS & QPM and MOS for video se­

quence 1,2 and for both 1 & 2. In case of video sequence 

1, QPM has higher correlation with MOS than PSNR cor­

relation with MOS. The correlation coefficients for video 

sequence 2 and correlation coefficient for both video se­

quences 1 & 2 combined show a little higher correlation 

in case of QPM than PSNR. Overall results depict that 

QPM always perform better than PSNR. Figure 4 shows 

the scatter plots of PSNR vs MOS and QPM vs MOS. The 

less scattered the data values are the better correlated they 

are. That's why it is clear from the graph that QPM is 

better correlated with MOS than PSNR to MOS. 

15 20 " 

PSNR QPM 

Fig. 4. Scatter plots between MOS and PSNR & QPM. 

Table 1. Correlation coefficient for PSNR and QPM, with 

MOS. 

I Correlation II Video 1 I Video 2 I Both I 
Pearson(PSNR;MOS) 0.405 0.787 0.568 

Pearson(QPM;MOS) 0.872 0.927 0.782 

Spearman(PSNR;MOS) 0.374 0.805 0.546 

Spearman(QPM;MOS) 0.811 0.834 0.75 

Kendall(PSNR;MOS) 0.305 0.692 0.447 

Kendall(QPM;MOS) 0.701 0.727 0.636 

5. CONCLUSIONS AND FUTURE DIRECTIONS 

We have proposed an objective non-reference metric for 

perceptual quality evaluation for video. This metric esti­

mates blockiness and blur artifacts strength in the video 

and gives higher weights to their contribution when they 

are in the salient region. Saliency has been introduced to 

incorporate the HVS. The results obtained with our qual­

ity metric show high correlation with the subjective MOS 

obtained from the psychophysical experiment. The results 

are also shown to be better than those of PSNR. Our pro­

posed metric(QPM) is non-reference, which makes it suit­

able for applications such as video streaming or surveil­

lance videos quality evaluation. More tests with differ­

ent types of videos and impairments will be performed to 

make the metric more generic. 
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